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Abstract

Authors have to send the source files, e.g. .tex files for the text and .eps files for
figures, and the final .pdf file1 of the final version of her/his abstract. Italic type
may be used to emphasize words. Bold type and underlining should be avoided.

The numbers accorded to propositions, theorems, etc. should appear in con-
secutive order, starting with the number 1, and not, for example, with the num-
ber 11. Sketches of proposition and related proof are:

Proposition 1. Let Ei denote the event “wj(i) ∈ (w∗(i)− ε−(i), w∗(i) + ε+(i))”,
where ε−(i), ε+(i) > 0, for a j ∈ {1, . . . , N} and with i = 1, . . . ,M . [. . .]

p = Pr (E1 ∧ . . . ∧ Ei ∧ . . . ∧ EM ) =
M∏

i=1

ε+(i) + ε−(i)

b(i)− a(i)
(1)

Proof. The values wj(i), for a j ∈ {1, . . . , N} and with i = 1, . . . ,M , are gen-
erated by a realization of M mutually independent random variables. Due [. . .]
from which p < 1. ✷

An example of referencing is: 1. An example of citation: [2]. An example of
simple table is:

Table 1. Initial values of the MURAME parameters.

parameter1 parameter2 parameter3

First approach −3.03 0.14 5.09
Second approach 2.00 −1.11 1.00

⋆ Supported by [. . .].
1 .pdf file is [. . .].
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Figures should be numbered and should have a caption. It is forbidden the
use of colors in figures. In any case, they will be reproduced in black and white.

Please, produce your figures in .eps format, and integrate them into your text
file as follows:
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Fig. 1. One kernel at xs (dotted kernel) or two kernels at xi and xj (left and right)
lead to the same summed estimate at xs. This [. . .].

An example of an itemized list is:

• Item 1.
• Item 2.
• Item 3.

Program listings or program commands in the text are normally set in type-
writer font, e.g., CMTT10 or Courier.

program Inflation (Output)

{Assuming annual inflation rates of 7%, 8%, and 10%,...

years};

const

MaxYears = 10;

[...]

end.
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